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Part 1: Introduction
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Why Measuring Similarity Between Objects

 Similarity: computing distances between data points.

 Performance: depending on the definitions of similarity.
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Pattern Recognition Examples

 Face identification

 Face verification 
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Pattern Recognition Examples

 Kinship verification (social media analysis)
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Pattern Recognition Examples

 RGB-D Object Recognition (robotics)
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Pattern Recognition Examples

 Image Classification (visual object recognition)
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Pattern Recognition Examples

 Person Re-identification (visual surveillance)
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Pattern Recognition Examples

 Visual Searching (multimedia technology)
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Pattern Recognition Examples

 Visual Tracking (visual surveillance)
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Pattern Recognition Examples

 Activity Recognition(visual surveillance)
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Pattern Recognition Examples

 Image Set Classification
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How to Measure Similarity: Metric

 A metric is a function that defines a distance between 
each pair of elements of a set.

 Formally, it is a mapping 𝑑: 𝜒 × 𝜒 → ℝ+, which 
satisfies the following properties for all 𝑥, 𝑦, 𝑧 ∈ 𝜒

1. 𝑑 𝑥, 𝑦 ≥ 0

2. 𝑑 𝑥, 𝑦 = 𝑑 𝑦, 𝑥

3. 𝑑 𝑥, 𝑧 ≤ 𝑑 𝑥, 𝑦 +𝑑 𝑦, 𝑧

4. 𝑑 𝑥, 𝑦 = 0 ⟺ 𝑥 = 𝑦

If condition 4 is not met, we are referring to a pseudo-
metric. Usually we do not distinguish between metrics 
and pseudo-metrics.

2019/5/19

Non-negativity

Symmetry

Triangle inequality

Identity of indiscernibles
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Learning a Metric Subspace

 Given a dataset                        , metric learning 
aims to seek a low-dimensional subspace     to 
map each      to    , where               , such that 
some characteristics are preserved.  

 This metric computes the squared distances as 

 It is easy to see that by setting     equal to the 
identity matrix, we fall back to common Euclidean 
distance.                    

2019/5/19
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Another View: Subspace Learning

 Eliminate redundant features

 Eliminate irrelevant features 

 Extract low dimensional structure

2019/5/19

Linear Non-Linear
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Another View: Subspace Learning

 PCA

2019/5/19

Project data into subspace of maximum variance.
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Representation Subspace Learning Algorithms

• PCA (principal component analysis) (CVPR, 1991)

• LDA (linear discriminant analysis) (PAMI, 1997)

• NMF (nonnegative matrix factorization) (Nature, 1999)

• LPP (locality preserving projections) (NIPS, 2003)

• NPE (neighborhood preserving embedding) (ICCV, 2005)

• MFA (margin fisher analysis) (CVPR, 2005)

• LDE (local discriminant embedding) (CVPR, 2005)

• DLPP (discriminant LPP) (IVC, 2006)

• SR (spectral regression) (ICCV, 2007)

• DSA (discriminant simplex analysis) (TIFS, 2008) 

• CEA (conform embedding analysis) (TMM, 2008)

• SPP (sparsity preserving projections) (PR, 2010)
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How Metric Learning Works

 An example on the MNIST data: PCA vs LDA

2019/5/19

PCA LDA

[Lu et al, SPM 2017]
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Challenges

 High-dimensional data

2019/5/19

Featu
re vecto

r

• Deteriorate the performances of classifiers

• High computational complexity

20



i-VisionGroup

Challenges

 Nonlinear metric space

2019/5/19

• Large intra-class variance.

• Kernel trick encounters scalability problem.

21



i-VisionGroup

Solutions

 Robust, compact and informative descriptors.

• Hand-crafted

• Learning-based

 Efficient, discriminative and scalable models.

• Deep representation

• Metric learning
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Part 2: Mahalanobis Deep Metric Learning
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Mahalanobis Distance

 Squared Euclidean Distance （regression problem）

Let

 The Mahalanobis distance
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Metric Learning

 Applying Mahalanobis distance to learn a positive 
semi-definite (PSD) matrix 

 Relationship with subspace learning

where 
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Representative Metric Learning Algorithms

 Large Margin Nearest Neighborhood (LMNN)

2019/5/19

[Weinberger et al, NIPS 2005]
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Representative Metric Learning Algorithms

 Information-Theoretic Metric Learning (ITML)

where

 The optimization function can be re-formulated as

2019/5/19

[Davis et al, ICML 2007]
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Categorization

 The structure of the input

• Linear

• Kernel

• Tensor

 The label type of training samples

• Supervised

• Unsupervised

• Semi-supervised

 The architecture of models

• Shallow models

• Deep learning
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Categorization

 The supervision type of training samples

• Weakly-supervised

• Strongly-supervised

 The number of metrics

• Single-metric Learning

• Multi-metric Learning

 The type of distances

• Mahalanobis-distance metric learning

• Hamming-distance metric learning

2019/5/19 29
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2.1 Discriminative Deep Metric Learning

2019/5/19

[1] Jiwen Lu, Junlin Hu, and Jie Zhou, Deep metric learning for visual understanding: an overview 
of recent advances, IEEE Signal Processing Magazine, 2017.
[2] Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Discriminative deep metric learning for face 
verification in the wild, CVPR, 2014. 
[3] Jiwen Lu, Junlin Hu, and Yap-Peng Tan, Discriminative deep metric learning for face and kinship 
verification, TIP, 2017.
[4] Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Deep metric learning for visual tracking, TCSVT, 2016.
[5] Jiwen Lu, Gang Wang, Weihong Deng, Pierre Moulin, and Jie Zhou, Multi-manifold deep metric 
learning for image set classification, CVPR, 2015.

30



i-VisionGroup

Discriminative Deep Metric Learning

Motivation

• Conventional metric learning methods only seek a linear mapping, 

which cannot capture the nonlinear manifold where face images 

usually lie on.

• The kernel trick can be employed to implicitly map face samples 

into a high-dimensional feature space and then learn a distance 

metric in the high-dimensional space. However, these methods 

cannot explicitly obtain the nonlinear mapping functions, which 

usually suffer from the scalability problem.
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Discriminative Deep Metric Learning
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Discriminative Deep Metric Learning

2019/5/19

where
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Discriminative Deep Metric Learning

2019/5/19

Activation function:

Initialization:
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Experiments on Face Recognition

 Learned deep metric with combined features achieves the 
highest performance.

2019/5/19

 Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Discriminative deep metric learning for face
verification in the wild, CVPR, 2014.
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Discriminative Deep Multi-Metric Learning

2019/5/19

 Jiwen Lu, Junlin Hu, and Yap-Peng Tan, Discriminative deep metric learning for face and
kinship verification, TIP, 2017.
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Experiments

2019/5/19

LFW

restricted unrestrictedKinFaceW
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Deep Metric Learning for Visual Tracking

2019/5/19

 Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Deep metric learning for visual tracking,
TCSVT, 2016.
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Deep Metric Learning for Visual Tracking

2019/5/19

Visual Tracking

 Dynamical Model: the state transition distribution is 

modelled by a zero-mean Gaussian distribution, and six 

affine transformation parameters are assumed to be 

independent.

 Observation Model: the similarity (or confidence) between 

template and particle is:
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Deep Metric Learning for Visual Tracking

2019/5/19

Visual Tracking

 Positive samples: Sample image patches around the target 

within a radius of a few pixels, and resize them into size 32 

* 32.

 Negative samples: Sample far away from the target 

regions, containing both the background and parts of the 

target object.

Template Update:

Incremental principal component analysis
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Deep Metric Learning for Visual Tracking

2019/5/19

Formulation:

DML aims to seek an optimal nonlinear mapping f by 

minimizing the intra-class variations of positive pairs and 

maximizing the interclass variations of negative pairs in the 

transformed subspace for utilizing more discriminative 

information.
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Quantitative Analysis

2019/5/19

 The proposed DML tracker (in red curve) is ranked fifth among these 
trackers in both the success and precision plots.
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Qualitative Analysis
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Multi-Manifold Deep Metric Learning

2019/5/19

Objective function
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Experimental Results

2019/5/19

Average classification rates of different methods on different 

datasets 
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2.2 Order-Preserving Deep Metric Learning

2019/5/19

[6] Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Ordinal deep learning for facial age 
estimation, T-CSVT, 2018, accepted.
[7] Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Label-sensitive deep metric learning for 
facial age estimation, T-IFS, 2018. 
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Problem Setting

 Facial Age Estimation, e.g. FG-NET

 Challenges

• Nonlinear relationship between facial images and age labels including 
facial variations due to expressions, cluttered background and occlusions

• Age labels exhibits in an chronological order (ordinal problem).

2019/5/19 47
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Ordinal Deep Metric Learning

 Two criterions to exploit ordinal relation in the learned 
metric. 

2019/5/19

 Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Ordinal deep learning for facial age
estimation, TCSVT, 2018, accepted.
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Ordinal Deep Metric Learning

 Topology-Preserving Ordinal Relation
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Ordinal Deep Metric Learning

 Age-Difference Cost Information
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Ordinal Deep Metric Learning

 Formulation

 Optimization: landmark-based relaxation 
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Experiments on In-the-wild Dataset
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Age Estimation Results

 Selected examples where errors are below one year old.

 Selected examples where errors are larger than 5 years old.
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Label-Sensitive Deep Metric Learning

Motivation
• Total negative samples catastrophically costs 

• Mining hard meaning samples in the learned metric

2019/5/19

 Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Label-sensitive deep metric learning for
facial age estimation, TIFS, 2018.
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Label-Sensitive Deep Metric Learning
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Label-Sensitive Deep Metric Learning

2019/5/19

 Formulation

 Hard-Mining
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Evaluation on the Challenge Dataset
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2.3 Deep Structural Metric Learning

2019/5/19

[8] Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Learning deep sharable and structural 
detectors for face alignment, T-IP, 2017.
[9] Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Two-stream transformer networks for 
video-based face alignment, T-PAMI, 2018, accepted.
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Face Alignment From a Metric Learning View

 Input：Image pixels

 Output：Facial landmarks

Point distribution model

 Objective

2019/5/19

image coordinates

Shape 

Prior

2

2

Subspace 
Learning

GT shape 
coordinates

Euclidean
Metric
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Existing Solutions

2019/5/19

 Model-based Optimization

• PCA shape model

• holistic and local appearance 

• active shape and appearance fitting

 Cascaded Shape Regression

• shape refinement

• shape-index features

• cascaded/coarse-to-fine

• ASM [Coots et al., CVIU 1995]

• AAM [Coots et al., PAMI 2004]

• CLM [Coots et al., BMVC 2006]

• ESR, [Cao et al., CVPR 2012]

• SDM, [Xiong et al., CVPR 2013]

• CFSS, [Zhu et al., CVPR 2015]
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Key Points for Alignment Metric

 Hand-crafted Representation

• HOG, SIFT, geometric-based (2D-3D projection)

 Shape-informative Representation

• Local and global  Structural Learning

• Robustness  Hierarchical Learning

 Knowledge-sharable Representation 

• Correlated Attributes  Multi-task Learning

• Video-based  Spatial-temporal modeling

2019/5/19

 Hao Liu, Yueqi Duan, Jiwen Lu, Representation Learning for Face Alignment and Face
Recognition, FG Tutorial, 2018.
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Deep Structural Metric Learning

Motivation

2019/5/19

Semantic Facial Parts 
Structural learning from 
neighbouring landmarks 

 Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Learning deep sharable and structural
detectors for face alignment, TIP, 2017.

62



i-VisionGroup

Deep Structural Metric Learning

 Architecture

 Objective

2019/5/19 63
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Experimental Results

 Robustness to various poses

2019/5/19

 Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Learning deep sharable and structural
detectors for face alignment, TIP, 2017.
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Evaluation on Landmark Density

 Robustness to density, expression and poses

2019/5/19

IBUG 68-ptsHELEN 192-pts

 Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Learning deep sharable and structural
detectors for face alignment, TIP, 2017.
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Deep Spatial-Temporal Metric Learning

 Problem Formulation

• Input：face sequence

• Output：landmarks for t-th frame

• Goal: sequential face alignment

2019/5/19

Time-Stamps

 Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Two-stream transformer networks for
video-based face alignment, TPAMI, 2017, accepted.
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Two-Stream Deep Metric Learning

2019/5/19

 Hao Liu, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Two-stream transformer networks for
video-based face alignment, TPAMI, 2017, accepted.
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Quantitative Evaluation
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Qualitative Evaluation

2019/5/19

SDM

iCCR

TSTN

Drifting(SDM & iCCR)
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2.4 Deep Transfer Metric Learning

2019/5/19

[10] Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Deep transfer metric learning, CVPR, 2015.
[11] Junlin Hu, Jiwen Lu*, Yap-Peng Tan, and Jie Zhou, Deep transfer metric learning, T-IP, 2016.
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Deep Transfer Metric Learning
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Deep Transfer Metric Learning

 Basic Idea of the proposed method

2019/5/19

 Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Deep transfer metric learning, CVPR, 2015.
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Deep Transfer Metric Learning

 Formulation

 Intra-class

 Inner-class

Maximum Mean 

Discrepancy
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Deep Transfer Metric Learning

2019/5/19

Optimization
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Deep Transfer Metric Learning

2019/5/19

Iteration
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Deep Supervised Transfer Metric Learning

2019/5/19

Objective function

Motivation: DTML considers supervised information at the 

top layer of the network, and ignores discriminative 

information of the outputs at the hidden layers. To better 

exploit such information, DSTML considers outputs of all 

layers to learn the deep metric network.

 Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Deep transfer metric learning, TIP, 2016.
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Experimental Results

 Cross-Dataset Face Verification

2019/5/19

 Feature representation: LBP

 Target domain: Labeled Faces in the Wild (LFW)

 Source Domain: Wide and Deep Reference (WDRef)
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Experimental Results

2019/5/19

Verification rate (%) of different methods.

ROC curves of different methods.
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Experimental Results

2019/5/19

Cross-Dataset Person Re-identification

 Feature representation: LBP and color histogram

 Datasets: VIPER, i-LIDS, CAVIAR, 3DPeS 
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Experimental Results

2019/5/19

Top r matched results of different methods on the VIPeR dataset 
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Experimental Results

2019/5/19

Top r matched results of different methods on the CAVIAR dataset 
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2.5 Individual Deep Metric Learning

2019/5/19

[12] Yueqi Duan, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Deep localized metric learning, 
T-CSVT, 2018, accepted.
[13] Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Sharable and individual multi-view metric 
learning, T-PAMI, 2018. 
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Deep Localized Metric Learning

 Motivation

2019/5/19

 Yueqi Duan, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Deep localized metric learning, TCSVT,
2018, accepted.
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Quantitative Curves

 LFW

2019/5/19

 YTF

 Yueqi Duan, Jiwen Lu*, Jianjiang Feng, and Jie Zhou, Deep localized metric learning, TCSVT,
2018, accepted.
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Sharable and Individual Deep Metric Learning

 Enhanced Idea
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Sharable and Individual Deep Metric Learning

 Formulation

2019/5/19

 Junlin Hu, Jiwen Lu*, and Yap-Peng Tan, Sharable and individual multi-view metric learning,

TPAMI, 2018.
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Experimental Results

 Face verification
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Experimental Results

 Kinship verification
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Deep Metric Learning for
Pattern Recognition

Tutors: Jiwen Lu, Yueqi Duan, and Hao Liu

URL: http://ivg.au.tsinghua.edu.cn/ICPR18_tutorial/ICPR18_face.pdf
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Part 3: Hamming Deep Metric Learning
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What is Hamming DML?

Mahalanobis deep metric learning 

• Input  Deep neural network  Real-valued embedding 

 Hamming deep metric learning

• Input  Deep neural network  Binary embedding 
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Why Binary?

 Considering an online image searching system:
• Offline: training model, gallery features extraction, storage

• Online: probe feature extraction, matching

• Hamming DML presents high storage efficiency and matching 
speed

 Lightweight models: efficient for training and feature 
extraction

 Heavyweight models: strong discriminative power
Expected:
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Hamming DML for Image Search

2019/5/19

 Venice Erin Liong, Jiwen Lu*, Gang Wang, Pierre Moulin, Jie Zhou, Deep Hashing for
Compact Binary Codes Learning, CVPR, 2015.
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Hamming DML for Image Search

2019/5/19

 Jiwen Lu, Venice Erin Liong, Jie Zhou, Deep Hashing for Scalable Image Search, TIP,
2017.

Multi-label supervision
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Experimental Results

 The CIFAR-10 dataset

2019/5/19
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 Optimization over binary codes rather than relaxed 
real-value codes

Discrete Hamming DML

2019/5/19

 Zhixiang Chen, Jiwen Lu*, Jianjiang Feng, Jie Zhou, Nonlinear Discrete Hashing, TMM,
2017.

1

1

.

.

.

0

10

1

…

Binarization
Binary 

codes

Real-value 

codes

Objective over 
relaxed real-
value codes

Objective over 
binary codes
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 Solve the discrete 
optimization problem 
to eliminate the 
quantization error 
accumulation

 Exploit the nonlinear 
relationship of 
samples with 
nonlinear hashing 
functions

Discrete Hamming DML

2019/5/19
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 Objective Function

• Maximizing classification accuracy

• Maximizing information with bit independency

• Minimizing the quantization loss

Discrete Hamming DML

2019/5/19
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 Optimization

 Bit independency 

 Discrete optimization through coordinate descent

Discrete Hamming DML

2019/5/19



i-VisionGroup

 The CIFAR-10 dataset

Experimental Results

2019/5/19
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 Assumption

• images are generally descripted in terms of a small 
group of structural primitives

Sparse Hamming DML

2019/5/19

 Zhixiang Chen, Jiwen Lu*, Jianjiang Feng, Jie Zhou, Nonlinear Sparse Hashing, TMM,
2017.
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 Capture salient 
structure of image 
samples with sparsity 
constraint

 Exploit the nonlinear 
relationship of 
samples with 
nonlinear hashing 
functions

Sparse Hamming DML

2019/5/19
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 Objective Function

• Informative binary encoding

• Discriminative sparse constraint

• Supervision incorporated learning

Sparse Hamming DML

2019/5/19
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 The CIFAR-10 dataset

Experimental Results

2019/5/19
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 Intractable optimization of the objective over the 
binary codes

 Gradient based optimization of the deep neural 
network

Discrepancy Minimization

2019/5/19

 Zhixiang Chen, Xin Yuan, Jiwen Lu*, Qi Tian, Jie Zhou, Deep Hashing by Discrepancy
Minimization, CVPR, 2018.

(a)

(b)

(c)
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 Discrepancy minimization

 Series expansion

Discrepancy Minimization

2019/5/19
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 Objective Function

• Pairwise similarity preservation

• Expansion with series

• Quantization loss minimization with large effect of high 
order terms

Discrepancy Minimization

2019/5/19
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 The CIFAR-10 dataset

Experimental Results
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 Most deep hashing can’t be trained in a truly end-to-end manner 
with non-smooth sign activations

 A relaxation-free framework with reformulating the hashing layer
as sampling via policy gradient

Relaxation-Free Hamming DML

2019/5/19

 Xin Yuan, Liangliang Ren, Jiwen Lu*, Jie Zhou, Relaxation-Free Deep Hashing via Policy
Gradient, ECCV, 2018.
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Relaxation-Free Hamming DML

2019/5/19

 Weighted Reward Function

 Policy Gradient with REINFORCE

 REINFORCE with a Baseline
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Relaxation-Free Hamming DML

2019/5/19

 Out-of-Sample Extensions

• Deterministic Generation

• Stochastic Generation
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Experimental Results

 The CIFAR-10, NUS-WIDE and ImageNet datasets
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Hamming DML for Video Search

2019/5/19

 Venice Erin Liong, Jiwen Lu*, Yap-Peng, Jie Zhou, Deep Video Hashing, TMM, 2017.

 Exploit spatio-temporal information
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Hamming DML for Video Search

2019/5/19

 Binary code extraction
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Experimental Results

 The Columbia Consumer Video dataset

2019/5/19
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 Exploiting both the structural information between 
frames and nonlinear relationship between videos 
samples

Structural Hamming DML

2019/5/19

 Zhixiang Chen, Jiwen Lu*, Jianjiang Feng, Jie Zhou, Nonlinear Structural Hashing for
Scalable Video Search, TCSVT, 2018.
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Workflow to generate ranking list for similarity search

Structural Hamming DML

2019/5/19
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 Computation of distance between binary code 
matrices of videos

Structural Hamming DML

2019/5/19
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 Objective Function

• inter-video similarity loss based on discriminative 
distance metric

• intra-video similarity loss to embed scene consistent 
constraint

Structural Hamming DML
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 The Columbia Consumer Video dataset

Experimental Results
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Cross-Modal Hamming DML
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 Venice Erin Liong, Jiwen Lu*, Yap-Peng Tan, Jie Zhou, Cross-Modal Deep Variational
Hashing, ICCV, 2017.
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Cross-Modal Hamming DML

2019/5/19

 Cross-modal fusion network
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Cross-Modal Hamming DML
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Modality-specific networks
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Experimental Results

 Query images or texts/tags
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Unsupervised Hamming DML
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 Kevin Lin, Jiwen Lu*, Chu-Song Chen, Jie Zhou, Learning Compact Binary Descriptors
with Unsupervised Deep Neural Networks, CVPR, 2016.
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Unsupervised Hamming DML
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 Objective function
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 Learning transformation-invariant bits

Unsupervised Hamming DML

2019/5/19

 Kevin Lin, Jiwen Lu*, Chu-Song Chen, Jie Zhou, Ming-Ting Sun, Unsupervised Deep
Learning of Compact Binary Descriptors, TPAMI, 2018.
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Unsupervised Hamming DML
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 Objective function
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Experimental Results

 The CIFAR-10 dataset
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 Learning data-dependent binarization

Quantization Loss Minimization

2019/5/19

 Yueqi Duan, Jiwen Lu*, Ziwei Wang, Jianjiang Feng, Jie Zhou, Learning Deep Binary
Descriptor with Multi-Quantization, CVPR, 2017.

0 1
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Quantization Loss Minimization

2019/5/19



i-VisionGroup

Quantization Loss Minimization

2019/5/19

 Iteratively perform two steps:

• Associate each image with an Autoencoder

• Retrain KAEs with the corresponding images



i-VisionGroup

Quantization Loss Minimization

2019/5/19

 Objective function

• Reconstruction error minimization, regularization, large 
variations
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 Competition in feature dimensions

Quantization Loss Minimization

2019/5/19

 Yueqi Duan, Jiwen Lu*, Ziwei Wang, Jianjiang Feng, Jie Zhou, Learning Deep Binary
Descriptor with Multi-Quantization, TPAMI, 2018.
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Experimental Results

 The CIFAR-10 dataset
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Bitwise Interaction Mining

 Yueqi Duan, Ziwei Wang, Jiwen Lu*, Xudong Lin, Jie Zhou, GraphBit: Bitwise Interaction
Mining via Deep Reinforcement Learning, CVPR, 2018.
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 GraphBit

• Node: element  ---- Edge: bitwise interaction 
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Bitwise Interaction Mining

2019/5/19

 A person in 5 feet 9 inches

• Tall (1) / Short (0)?

• Tall (1) / Short (0)

 Additional Information from Other Bits

• Male (1) / Female (0), Adult (1) / Child (0)

Ambiguous Bit

Reliable Bit
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Bitwise Interaction Mining

2019/5/19

 Objective function

• Even distribution, uncertainty minimization, independence
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Experimental Results

 The CIFAR-10 dataset

2019/5/19



i-VisionGroup

Part 4: Sampling for Deep Metric Learning
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 FaceNet

Semi-Hard Negative Mining
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[Schroff et al., CVPR’15]
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 Using all the positive samples

 Selecting semi-hard negative samples

Semi-Hard Negative Mining
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Sampling Matters for DML
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[Wu et al., ICCV’17]
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Experiments Results
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 The Stanford Online Products dataset
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Smart Mining for DML

2019/5/19

[Harwood et al., ICCV’17]
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 Easy negatives usually account for the vast majority

 Are easy negatives really useless?

Deep Adversarial Metric Learning

2019/5/19

 Yueqi Duan, Wenzhao Zheng, Xudong Lin, Jiwen Lu*, Jie Zhou, Deep Adversarial Metric
Learning, CVPR, 2018.

Hard EasyAnchor
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 DAML: Exploit the potentials of easy negatives through
adversarial hard negative generation

Deep Adversarial Metric Learning

2019/5/19

EasyAnchor HardAnchor
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Deep Adversarial Metric Learning

2019/5/19



i-VisionGroup

Deep Adversarial Metric Learning
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 Objective function
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Experimental Results

 The Stanford Online Products dataset
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Deep Variational Metric Learning

2019/5/19

 Xudong Lin, Yueqi Duan, Qiyuan Dong, Jiwen Lu*, Jie Zhou, Deep Variational Metric
Learning, ECCV, 2018.
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 Assumption

• Intra-class variance obeys the same distribution 
independent on classes.

Method

• Separate intra-class variance and class centers

• Keep the intra-class variance and learn its distribution

• Generate discriminative samples with the distribution

 Contribution

• Explicitly learn class centers

• Make full use of the dataset

Deep Variational Metric Learning

2019/5/19
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Experiments Results
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 Verification of assumption on three benchmark 
datasets



i-VisionGroup

Experiments Results
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 The Stanford Online Products dataset
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Part 5: Conclusion and Future Directions
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Summary

2019/5/19

 Learning effective distance metrics can better 
measure the similarity of samples. Hence, better 
visual analysis performance can be obtained.

 Different deep learning strategies are developed for 
different recognition tasks with different settings. 
Improved performance can be obtained when suitable 
metric learning methods are designed and employed. 

 Sampling plays an equal important role with the loss 
function in deep metric learning
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Future Directions

2019/5/19

 Scalability: large-scale metric learning

• Online learning

• Batch based learning

 New settings:

• Deep metric learning for ranking

• Multi-task deep metric learning

• Deep metric learning for structured data

• Multi-modal metric learning

 Robustness: metric learning with noisy/missing labels

 Unsupervised deep metric learning: Mahalanobis
deep metric learning for clustering
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