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Landmark Ambiguity and Inconsistency
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How to describe the semantic position under
2D and 3D views? [Dengetal., TIP 2015]
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Major Challenges
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How to describe the facial landmarks more
accurately under different perspectives?

O Large variances due to facial expressions and occlusions
O Semantic changes with different views and perspectives
O Ambiguity of different annotations
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Conventional Methods
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O Deep Regression Framework [CVPR 2016]

Initial estimate x; Xy = X5 + Ax,

O Limitations
> Initialization sensitivity
» local optimization
» pose sensitivity
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T-PAMI 19: Reasoning-Decision Networks
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Our Insight

2019/9/24

[0 Shared information in different annotations.

77

O Our method devolops collaboration learning and
Initialization adjustment policy to mine more semantic
iInformation, so that agents can better reason the
undamaged facial shapes and the hidden self-occlusion
points.
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Contributions
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] We model face alignment under different perspectives as a
multi-task learning framework. Compared with conventional

face alignment methods, we carefully design an initialization
strategy based on the MDP.

] Following the RDN, our initialization strategy learns a set of
actions from the reward function to adjust the initial shape of

every iteration to the reasonable location for robust cascade
regression process.
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Initialization Strategy
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Searching semantic

= Pad areas

<4POV>
e
€« 4POV>

Regression

OOur initialization strategy.

» We defined five actions as the output of ActionNet: up, right,
stop, left, down. The initial shape is adjusted to the better
Initialization position in a limited number of actions before each
iteration.
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Proposed Framework
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Problem Formulation
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Reward:
(i el if ac {up, down, left, right} .
=< 4, if a=stop and €e° —e? >0,
| =7, otherwise

Bellman equation:

Q(s.a) =r+ymaxQ (s',a) .
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Objective Function
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ActionNet:
L=FE|Q (Si, ai) — (/r‘i + ymax() (Smu GJHI))]Q

AgentNet:

T
minJ =" AP, — (P* - PL)|,

t=1
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Experimental Results
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Comparisons of averaged errors of our proposed
MADCL with the state-of-the-arts on the 2D 300-W
(68 landmarks).

Methods Challenging | Common | Full
SDM [4] 15.40 5.57 8.35
ESR [5] 17.00 5.28 7.58
LBF [23] 11.98 4.95 6.32
CFESS [6] 0.98 473 5.76
PIFA [14] 0.88 5.43 6.30
TCDCN [24] 8.60 4.80 5.54
3DDFA [2] 9.60 4.70 5.98
R-DSSD [25] 8.60 4.80 5.54
MDM [1] 8.87 3.74 478
TSR [11] 71.56 4.36 4.99
SBR [26] 8.14 3.39 4.36
MADCL(w/o CM) 6.89 3.53 4.19
MADCL 6.75 3.46 4.11
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Experimental Results
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Comparisons of averaged errors of our proposed
MADCL with the state-of-the-arts on the 3D 300-W
(84 landmarks).

Methods Challenging | Common | Full
CESS [6] 11.64 5.61 6.79
PIFA [14] 10.41 5.66 6.59
3DDFA [2] 10.20 4.63 5.72
MDM [1] 9.30 4.02 3.13
MHCH [10] 8.39 3.94 4.81
MADCL(w/o CM) 1.31 3.62 4.34
MADCL 7.14 3.55 4.25
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Experimental Results
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CED curves of our MADCL compared to the
state-ofthe- arts on the 2D 300-W fullset.
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Experimental Results
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CED curves of our MADCL compared to the
state-ofthe-arts on the 3D 300-W fullset.
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