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ABSTRACT

Identifying individuals in multi-view camera network, known
as person re-identification, becomes an emerging topic for
video surveillance. In this paper, we address person re-
identification as a set-based classification problem and intro-
duce mutual-information to fully utilize gallery information.
Firstly, we define a set-based structure that contains pairwise
features between query image and gallery images. Then these
features are fed into a set-class model, which exploits the
relationship between set and class label (person identity) us-
ing mutual-information. Finally, we estimate and rank the
mutual-information scores, and the corresponding label of
the highest score is assigned to the query image. Our method
has gained a superior performance compared with the state-
of-the-art in the benchmark datasets i-LIDS and ETHZ.

Index Terms— Person re-identification, mutual informa-
tion, video surveillance

1. INTRODUCTION

Matching people by adjacent cameras in visual surveillance
scenarios, considered as person re-identification (Re-Id), has
been largely attracted in computer vision. In the past few
years, Re-Id remains primarily unsolved. This is due to main-
ly two reasons. First, person images undergo background
variations in different view angles. Second, the visual appear-
ance is not stable through the transition of multi-view cam-
eras. For instance, a person carries with a yellow bag in one
view but the bag may not be visible in another view.

In the literature, some Re-Id methods that rely on the vi-
sual information are addressed as appearance-based methods.
These methods mainly focus on designing descriptive features
such as low-dimensional discriminant features[1], viewpoint
invariance features [2], accumulation of multiple features [3],
combination of both local and global features [4], bio-inspired
features [5] and fisher vector encoded features [6]. Accord-
ing to the verifications, the appearance-based techniques can
be grouped into two categories: single-shot and multi-shot.
The first group, such as [1] and [2], selects only one image
for each person to build the candidate set called gallery. As to
the single-shot methods, they do not work well when persons

Fig. 1. The flowchart of our approach. (The strips combined
with red and blue within SET are pairwise features and MI
represents the mutual-information between the SET and the
class.)

are observed in large variations across the multiple cameras.
Differently, the multi-shot methods, i.e. [4, 5, 6], choose two
or more images to model a person, which employs the multi-
ple images as a signature. For the multi-shot case, the query
image is matched with the different signatures (a signature
represents a person with multiple images) and then the low-
est distance is obtained. However, the proposed multi-shot
approaches only use partially information from the images
within gallery. In addition, metric learning based methods
can be improved in Re-Id such as [7, 8, 9, 10]. This kind of
methods aims at finding a global, linear transformation on im-
age features so as to augment the discriminative dimensions
meanwhile weaken the meaningless dimensions. For these
methods, training stage is imperative and the metric should
be estimated beforehand.

In this paper, we propose a set-based classification ap-
proach to settle Re-Id utilizing mutual-information. To over-
come the limitation of the multi-shot methods, we define a
set-based structure for each class called SET. For every class,
each SET contains concatenated features of the query image
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feature and those from the gallery images. After constructing
each SET, pairwise features are fed into a set-class mod-
el. The set-class model indicates the relationship between
set-based structure and class label by mutual-information.
Moreover, we use nearest neighbor method to approximate
the mutual-information score for each SET. Finally, these s-
cores are ranked in a descending order and the corresponding
class label of the highest value is assigned to the query im-
age. We evaluate the effectiveness of our approach using the
benchmark datasets i-LIDS[11] and ETHZ[12]. With simple
features, we obtain a better performance compared with the
state-of-the-art.

Different from the existing methods upon Re-Id, the con-
tributions of our approach are: 1) we propose a set-based
classification solution to utilize the gallery information, 2) we
introduce mutual-information into Re-Id to depict the rela-
tionship between SET and class label. As to our proposed
approach, we have obtained a significant performance with
simple and common features. In addition, we can also deal
with the new class occurrence without retraining procedure
unlike the learning based methods. To our knowledge, we are
the first to utilize mutual-information theory to solve Re-Id
problem.

The remainder of this paper is organized as follows: our
new approach details are described in Sec.2. The experimen-
tal performance and results are presented in Sec.3. Finally,
we draw conclusions and put forward future work.

2. THE PROPOSED APPROACH

In this section, we describe the proposed approach (See Fig.1
for a shortcut). Firstly, we construct the SET between the
query image and the gallery images, and then provide an al-
gorithm to estimate the mutual information score between the
SET and the class label. Finally, the query image is assigned
to the class label with the highest mutual-information score.

2.1. Modeling SET-Class Relationship

Given a query image, we want to find its class label c. We
use the pairwise features to enhance the discrimination of
query images for classification. To model the relationship be-
tween the query image and the gallery images, we combine
the query feature xq with those xc

j for class c within gallery
into pairwise features xc

qj , where j ∈ {1, 2, ..., N}, N gener-
ally represents the same size of the gallery for each class, and
c is the label of the class. Such features xc

qj constitute a SET
w.r.t class label c, xc

qj ∈ Sc. Fig.2 demonstrates how these
sets are formed.

Mutual-information can measure the mutual dependence
of the two random variables. Upon Re-Id, we could apply the
dependence between SET and class label towards classifica-
tion. From the information theory of view, we introduce the
mutual-information approach to model the relationship be-

tween SET and class label. Thus, we re-formulate Re-Id as
a common classification problem:

ĉ = arg max
c∈{1,2,..,|C|}

MI (C = c;Sc) (1)

where MI(·) denotes the mutual-information between SET
and class label, Sc denotes the SET for class label c and |C|
is the number of classes.

Fig. 2. The schematic diagram of SET construction: given a
query image, it should be paired with all images in gallery to
form a structure defined SET for each class

2.2. The approximating method for mutual-information

Assuming the independence of each pairs within one SET,
we define the mutual-information formulation in a probability
form as:

MI (C = c;Sc) =
∑

xqj∈Sc

log
P (xqj ,C = c)

P (xqj)P (C = c)
(2)

Based on the conditional probability, we obtain a further
derivation as:

log
P (xqj ,C = c)

P (xqj)P (C = c)
= log

P (xqj |C = c)

P (xqj)

= log
1

P (C = c) +
P (xqj |C ̸= c)

P (xqj |C = c)
P (C ̸= c)

(3)

where
P (xqj |C ̸= c)

P (xqj |C = c)
is considered as the likelihood ratio

test.
In common sense, the mutual-information described

above can be defined over the probability densities. How-
ever, we will not directly access mutual-information but
use an alternative algorithm to approximate it. From Equa-
tion(3), it is crucial to evaluate the likelihood ratio with a

3079



known prior for the probability of class c. We calculate the
likelihood ratio by using the NBNN algorithm proposed in
[13]. The NBNN algorithm applies the very simple form
logP (xqj |C) ∝ −∥xqj − xc∥2 to approximate the Gaus-
sian kernel without dependence on the variance. Thus, the
likelihood ratio item can be estimated as:

p (xqj |C ̸= c)

p (xqj |C = c)
∝ exp−(∥xqj−xc

NN−∥2−∥xqj−xc
NN+∥2) (4)

here xc
NN− , xc

NN+ are the nearest neighbors of xqj in target
pairs set and non-target pairs set, respectively. As demonstrat-
ed, target pairs are pairwise combinations in the same class c,
whereas non-target pairs are combinations for different class-
es.

As Equation(4) shows, the value of the likelihood ratio is
determined by the distance between the query pair xqj and
the reference sets (target pairs and non-target pairs). The ra-
tio value is considered into classification, i.e. if the query pair
xqj is closer to one of the samples in target pair set, that is,
it is far from the non-target pairs set, the relevance proves
that xqj is more likely to belong to class c. Furthermore,
the query pair xqj indicates a low likelihood ratio and high
mutual-information score. On the contrary, if xqj is closer
to samples in non-target pairs set, it is likely that it does not
belong to the class c.

Based on the above derivation, we obtain the ultimate for-
m of the mutual-information as:

MI (C = c;Sc) ≈
∑
Sc

log
|C|

1 + exp−ω(xqj) (|C| − 1)
(5)

where ω (xqj) denotes ∥xqj−xNN−
ij ∥2−∥xqj−xNN+

ij ∥2, and

P (C = c) =
1

|C|
, P (C ̸= c) = 1− 1

|C|
(|C| is the number

of classes). For each SET, the final decision of classification
is determined by the highest one of all the mutual-information
scores. After constructing the sets, the query features have
been augmented for classification, because each query pair
xc
qj within one SET can provide a positive or negative vote for

class c. From Equation(5), if the mutual-information score is
positive, it is indicated that SET Sc votes a positive score for
class c. According to this, the query image is considered to
belong to class c with a high probability. Otherwise, when
the mutual-information is negative, the query image seems
not belonging to class c. As to the analysis, the sign of the
mutual-information suffers the hardship that interference of
the negative pairs should be considered. Thus, we make a
decision by ranking all of the mutual-information scores in-
stead. Finally, the query is classified to the class c based on
the highest score.

3. EXPERIMENTS

In this section, we show our experimental results on multi-
shot datasets i-LIDS and ETHZ. The challenging aspects of

the two datasets are illumination changes, image blurring, low
resolution, and occlusions. For evaluation, we use the stan-
dard measurement named Cumulative Match Characteristic
(CMC) curve, which exploits correct matches (vertical coor-
dinates) at ranking top k (horizontal coordinates).

3.1. Settings and feature representation

In our approach, we randomly select N images for each class
to build gallery and the remaining images are used for test-
ing. Different from both the appearance based methods and
ours, the learning based approaches, such as [7, 9, 10, 14], put
one part of persons into training and the other part is used for
testing. We repeat the whole experiment with 10 times and
average the results of CMC. We compared with the state-of-
the-art [1, 3, 5, 6] under non-learning multi-shot setting, and
the metric learning methods are not considered. The feature
representation was extracted by Zheng et al in [7, 15]. These
images in both datasets are not in the same size, therefore,
we normalize them to the same size of 128×64 pixels. Each
image is divided into 6 horizontal stripes. For each stripe, his-
togram features are extracted by 8 color (RGB, YCbCr, HSV)
channels and 2 kinds of texture (Schmid and Gabor). A sin-
gle feature is represented by a 2784 dimensional vector and
we reduce the high dimension to 150 by PCA.
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Fig. 4. CMC performance on dataset i-LIDS compared to the
SDALF[3].

3.2. Evaluation on i-LIDS

The i-LIDS dataset contains 119 persons and 476 images in
all. All images are captured by multiple non-overlapping
cameras at a busy airport. We compare our approach with
the popular method SDALF[3] in several settings such as
SvsM (single test image and multiple gallery images), MvsM
(equivalent multiple images for test and gallery), and more
details can be found in the relevant reference.
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Fig. 3. CMC performance on the dataset ethz compared with the state-of-the-art methods.

For the dataset has averaging 3-4 instances for each per-
son, we set N to {2, 3} as [3]. Fig.4 shows the final com-
parisons under multi-shot case. We can infer from the fig-
ure that the MvsM setting outperforms the SvsM for the ad-
ditional test candidates, however, when add more images to
gallery, the performance can be further improved even than
MvsM. Compared to SDALF, our method has outperformed
to the SvsM setting when N is assigned to 2. We also test
our algorithm by N=3, and the performance is improved and
even better than SvsM in SDALF when N=3. This can be
explained that adding a second instance will provide more
information, which validates the comparable results between
SvsM and MvsM in SDALF. Although the dataset undergoes
some occlusions and quite crowded scenes, we conquer the
hinders and gain a evident performance.

3.3. Evaluation on ETHZ

ETHZ dataset contains 3 video sequences captured by a mov-
ing camera in a busy street. The dataset consists of 146 peo-
ple and 8555 images in all, including SEQ.#1 with 4857 im-
ages for 83 persons; SEQ.#2 with 35 persons in 1936 im-
ages; SEQ.#3 with 28 persons in 1762 images. We compare
our approach with the multi-shot methods including PLS[1],
SDALF[3], eBiCov[5] and eLDFV[6].

We set N to {2,3,5,10} for the multi-shot cases as i-LIDS.
The results are reported in Fig.3. For all the sequences, when
setting N to 2, we perform better performance than the base-
line PLS[1]. However, when N is assigned to {3,5} for each
person, we have obtained a big improvement. According to
the results, 5 images is enough to achieve in outperforming.
While N reaches 10, we perform the highest performance
compared with the state-of-the-art. Especially, our CMC
curve is close to 100% after rank 3 with N=10. For SEQ.#3,
we have a comparable performance because most images
are similar for each person with small variation in different
view angels. As we know, [6] exhibits the best performance
on ETHZ dataset in the literature for it utilizes the powerful
fisher vector representation. Our approach uses the simple

HSV Histogram and we obtain an comparable even bet-
ter performance than [6], which shows the effectiveness of
our proposed mutual-information based approach. As our ap-
proach proposed, multiple images can cover more appearance
variations and gallery images provide the total information
for the classification.

4. CONCLUSION

In this paper, we re-formulate Re-Id as a set-based classifi-
cation problem. Specifically, we define set-based structure
between the query image and the gallery images, and exploit
the relationship between set and the class label by mutual-
information. And then the classification according to the
mutual-information scores is achieved. Our preferable per-
formances on the popular datasets are reasonable as we make
full use of the association between query image and gallery
images. However, our approach encounters high computa-
tional cost problem since we have to compute all positive and
negative pairwise neighbors for every class. In the future, we
will optimize the algorithm and extend our method with a
proper metric by metric learning method.
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