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Part 1: Introduction



Why Understanding Human Faces

Computer Control (visual surveillance and multimedia)
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Biometrics (visual authorization and identification)



Face Analysis Tasks
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• Face Tracking  (control/surveillance)

• Face Detection (control/surveillance)



Face (Attribute) Analysis Tasks 
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• Expression Analysis (human-computer interaction)

• Facial Pose Estimation (human-computer interaction)



Face (Attribute) Analysis Tasks
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Facial age estimation (visual advertisement)

Face Aging (finding lost children, visual advertisement)



Face Analysis Tasks
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• Face Editing               
(visual entertainment)

• Face Reconstruction 
(visual animation)



Face Recognition
Face identification (1 : n)
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Face verification (1 : 1)



• Face Detection

• Face Alignment 

• Face Feature Extraction

• Face Analysis (e.g. Face Recognition)

Face Analysis Pipeline
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• expression recognition
• pose estimation
• reconstruction



• Face Detection

• Face Alignment (Facial Landmark Localization)

• Face Feature Extraction

• Face Recognition

Face Recognition Pipeline
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Susan

Face Alignment Face Recognition



Challenges
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Face Alignment

• Lightness\low-resolution

• Large poses

• Facial expressions

• Partial occlusions

• Face changes/ motion

Large Pose

Various Expressions

Partial Occlusions



Challenges

 Face Recognition
• High-dimensional data

Featu
re vecto

r

• Deteriorate the performances of classifiers

• High computational complexity
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Challenges
 Face Recognition
• Large intra-class variances
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Conventional Solutions
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Feature Extraction

• LBP/TPLBP/FPLBP/CSLBP

• Gabor/LGBP/HGPP

• HOG

• SIFT

• POEM

• LE

Model Learning

• Support Vector Machine

• Manifold Learning

• Metric Learning

• Active Learning

• Random Forests

• Neural Networks

• Cascade Regression



Feature Representation for Classification
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• Complex Mapping
• Designed by prior
• Learned by data



Designed / Learnable Feature Representation
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Hand-Designed Representation (Rule-based)

Designed Feature
(SIFT, HOG, etc)

Adaboost,
SVM,etc.

Tiger

Data-Driven Representation (Learning-based)

Learnable 
Features

W

SVM or
End-to-End

Tiger

Jointly optimize representation learning and classification/regression



Representations Matter
Robust, compact and informative representation.
• Hand-crafted
• Learning based 
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Hand-crafted

• LBP/TPLBP/FPLBP/CSLBP

• Gabor/LGBP/HGPP

• HOG

• SIFT

• POEM

Learning based

• Eigenface/Fisherface

• LE

• CBFD/CA-LBFL/SLBFLE

• CNN

• GAN



Part 2: Representation Learning 
for Face Alignment



Face Alignment in a Nutshell

20

• Input：Image pixels

• Output：Facial landmarks

• Point distribution model

• Objective：

image coordinates

Shape 

Prior



Existing Works
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• Model-based Optimization

• PCA shape model

• holistic and local appearance 

• active shape and appearance 
fitting

• Cascaded Shape Regression
• shape refinement

• shape-index features

• cascaded/coarse-to-fine

• ASM [Coots et al., CVIU 1995]

• AAM [Coots et al., PAMI 2004]

• CLM [Coots et al., BMVC 2006]

• ESR, [Cao et al., CVPR 2012]

• SDM, [Xiong et al., CVPR 2013]

• CFSS, [Zhu et al., CVPR 2015]



Key Points for Alignment Representation
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• Hand-crafted Representation

 HOG, SIFT, geometric-based (2D-3D projection)

• Shape-informative Representation

Local and global  Structural Learning

Robustness  Hierarchical Learning

• Knowledge-sharable Representation 

Correlated Attributes Multi-task Learning

Video-based  Spatial-temporal modeling



2.1 Hand-Crafted Representation



2D Hand-Crafted Representation
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• Supervised Descent Model 

• texture-based representation 
(SIFT, HOG, etc.)

• cascaded linear regression

Final prediction Initialized shape

Example results on LFPW dataset

[Xiong et al., CVPR’13]



2D Hand-Crafted Representation
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Performance degrades largely for large-pose 
faces!!!

• Solution

• Introduce 3D geometric information

• Preserve spatial structure



2D-3D Hand-Crafted Representation
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• Basic Idea

– 3D surface (geometric)

– 2D-3D projection 

[Liu et al., CVPR’16]



2D-3D Hand-Crafted Representation
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• Basic Idea

• large-pose faces

• profile (self-occlusion)

• Solution: 3D fitting

[Liu et al., CVPR’16]

The result of the proposed method across stages, with the extracted features (1st row) and alignment 
results (2nd row).



Limitations of Hand-Crafted Representation

• Require strong prior knowledge

• May not work in Domain Adaptation

• Separated learning leads to local optima



2.2 Hierarchical Representation Learning



Hierarchical Representation: Deeply 
Learned Features

30

• Visual Recognition

• pixeledgetexturepatterncomponentobject

Low
Level

Mid
Level

High
Level

Classification

semantic and meaningful Deep 



Hierarchical Representation: Deeply 
Learned Features

31

• Visual Recognition

• pixeledgetexturepatterncomponentobject

• Text Classification
• characterwordword groupclausesentensestory

Low
Level

Mid
Level

High
Level

Classification

semantic and meaningful Deep 



Learning Hierarchical Representation by 
Facial Landmarks Partition

32

• Basic Idea

• Face partition based on different facial components

• Learning local features hierarchically by a set of CNNs

[Zhou et al., ICCVW’13]



Learning Hierarchical Representation by 
Convolutional Networks
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• Level 1
• image->landmark
• rough prediction

• Level 2 & 3
• landmark update
• Coarse-to-fine 

• Limitations

• Correlation of landmarks 
and neighbors

• Global shape constraint

[Sun et al., CVPR’13]



Learning Hierarchical Representation by 
Auto-Encoder Networks
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• Shape Initialization
• image->landmark
• rough prediction

• Shape Refinement
• landmark update
• Coarse-to-fine 

• Representation
• Shape-index patches
• Raw pixel input

[Zhang et al., ECCV’14]

shape-index 
patch

Auto-encoder only for 
parameter initialization 
of deep neural networks!
(Use CNN instead)



Learning Hierarchical Representation by 
Feedback Neural Networks
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Shared 
parameters
----> 
memorize 
descents

[Trigeorgis et al., CVPR’16]



Learning Hierarchical Representation by 
Feedback Neural Networks
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[Trigeorgis et al., CVPR’16]
• A t-SNE depiction of the internal states (T = 1) 
• Each color corresponds to a cluster of head pose. 
• MDM learn to partition the input data based on 

the head pose. 



Improvements

• Explicit shape-index local features

• Coarse-to-fine facial shape constraint

• Correlation of neighbouring landmarks



2.3 Structural Representation Learning



Shape-Index Representation
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• Motivation

– Exploit shape-sensitive structure (local and global)

• Explicit shape-index local feature 

• PC coefficients exploit 
different facial components

Benefit from the 
spatial locality.

[Cao et al., CVPR’12]



Local Binary Representation
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[Ren et al., CVPR’14]

Framework



Local Binary Representation
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[Ren et al., CVPR’14]

Shape-index feature  local binary feature



Structural Learning by Coarse-to-Fine 
Shape Searching
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[Zhu et al., CVPR’15]



Structural Learning by Coarse-to-Fine 
Shape Searching
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• Start from multiple shape initialization
• Narrow down sub-regions for facial shape refinement
• Remove outlier shape candidates 

[Zhu et al., CVPR’15]



Structural Representation by Cascade 
Compositional Learning

44[Zhu et al., CVPR’16]



Learning Structural Representation for 
Robust Face Alignment
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Face Partition
• Deformable Part-

based Model
• Infer occluded part 

via non-occluded 
part

Real-world conditions present large 
variations in use of accessories such as 
sunglasses and hats and interactions with 
objects (e.g. food).

[Burgos-Artizzu et al., ICCV’13]



Learning Structural Representation for 
Robust Face Alignment
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Main Idea:
• Use auto-encoder network to recover the occluded-part
• Face alignment performs on the recovered face cascaded

[Zhang et al., CVPR’16]



Learning Deep Structural Representation
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Motivation

Semantic Facial Parts 
Structural learning from 
neighbouring landmarks 

Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Learning deep sharable and structural detectors for face 
alignment, IEEE Transactions on Image Processing (T-IP), 26(4):1666-1678, 2017.



Learning Deep Structural Representation
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Basic Idea:

Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Learning deep sharable and structural detectors for face 
alignment, IEEE Transactions on Image Processing (T-IP), 26(4):1666-1678, 2017.



Experiments on Benchmark
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Robustness to various poses

Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Learning deep sharable and structural detectors for face 
alignment, IEEE Transactions on Image Processing (T-IP), 26(4):1666-1678, 2017.



Evaluation on Landmark Density
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Robustness to density, expressions and poses

IBUG 68-ptsHELEN 192-pts

Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Learning deep sharable and structural detectors for face 
alignment, IEEE Transactions on Image Processing (T-IP), 26(4):1666-1678, 2017.



2.4 Multi-Task Representation Learning



Motivation

• Facial landmarks are correlated with facial 

expression, facial 3D pose and partial 

occlusion

• Sharing knowledge in representation 

learning with multiple related tasks



Face Detection and Alignment
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• The main goal of multi-task learning

• Multi-task learning for face detection and alignment

where x denotes training samples and y specifies 
each sample’s label for each task.

[Chen et al., ECCV’14]



Learning Multi-Task Representation with 
Auxiliary Facial Tasks

54

• Face alignment by auxiliary tasks

Auxiliary Attributes：Gender、Expressions、Pose、Wearing Glasses

[Zhang et al., PAMI’16]



• The first row-face images/ the second row-corresponding features 

• The face images with similar poses and attributes are close with 
each other. 

• Learned feature space is robust to pose, expression, and occlusion.

Learning Multi-Task Representation with 
Auxiliary Facial Tasks

55[Zhang et al., PAMI’16]



Learning Multi-Task Representation with 
3D Surface Reconstruction

• Joint face alignment and 3D face reconstruction

• 2D landmark contributes to 3D surface reconstruction

56
[Liu et al., ECCV’16]



Learning Multi-Task Representation with 
3D Surface Reconstruction
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[Liu et al., ECCV’16]



Learning Multi-Task Representation with 
Pose/Deformation/Occlusion

• Coupling tasks for face alignment
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Frontal/Profile
Partial Occlusions

[Wu et al., CVPR’17]



Performance effects of multi-task learning
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[Wu et al., CVPR’17]



Performance effects of multi-task learning
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[Wu et al., CVPR’17]



2.5 Spatial-Temporal Representation 
Learning



Video-based Face Alignment
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• Problem Setting
• Input：face sequence

• Output：landmarks for t-th frame

• Goal: sequential face alignment

Time-Stamps



Learning Temporal Representation for 
Video-based Face Alignment
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• Challenges for Video-based Face Alignment
• Consistency over time steps
• Robustness to initialization of both spatial and temporal 

dimension

[Peng et al., ICCV’16] 



Learning Spatial-Temporal Representation 
for Video-based Face Alignment
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Initialization

[Khan et al., ICCV’17] 



Learning Spatial-Temporal Representation 
for Video-based Face Alignment
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Performance benefits 
from both detection 
and tracking!

[Khan et al., ICCV’17] 



• Basic Idea
• Complementary information of both streams

• Spatial stream: spatial appearance in still images

• Temporal stream: consistency across frames

Two-Stream Transformer Networks for 
Video-based Face Alignment

66

• Objective：

Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Two-Stream Transformer Networks for Video-based Face 
Alignment. IEEE Transactions on Pattern Analysis and Machine Intelligence (T-PAMI), 2017, in Press



Spatial Stream
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1tS 
…

tS
……

…

Shape update

tS

Shape-index 

Sampler Convolutional Regression

Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Two-Stream Transformer Networks for Video-based Face 
Alignment. IEEE Transactions on Pattern Analysis and Machine Intelligence (T-PAMI),, 2017, in Press



Temporal Stream

68Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Two-Stream Transformer Networks for Video-based Face 
Alignment. IEEE Transactions on Pattern Analysis and Machine Intelligence (T-PAMI), , 2017, in Press



Quantitative Evaluation

69Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Two-Stream Transformer Networks for Video-based Face 
Alignment. IEEE Transactions on Pattern Analysis and Machine Intelligence (T-PAMI), , 2017, in Press



Qualitative Evaluation
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SDM

iCCR

TSTN

Drifting

Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Two-Stream Transformer Networks for Video-based Face 
Alignment. IEEE Transactions on Pattern Analysis and Machine Intelligence (T-PAMI), , 2017, in Press



Robustness to Temporal Occlusions

71Hao Liu, Jiwen Lu, jianjiang feng and Jie Zhou, Two-Stream Transformer Networks for Video-based Face 
Alignment. IEEE Transactions on Pattern Analysis and Machine Intelligence (T-PAMI), , 2017, in Press



Summary

72

• Shape Structure
• correlation for 

neighboring landmarks 
(locality)

• holistic shape constraint

Representation 
Learning for 

Face Alignment

Shape Structure

Hierarchical Learning

Multi-Task

Spatial-Temporal

Structural 
Representation

Local PatchesDesigned



Summary
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• Hierarchical Learning

• nonlinear relationship

• end-to-end optimization

Representation 
Learning for 

Face Alignment

Shape Structure

Hierarchical Learning

Multi-Task

Spatial-Temporal

Global Appearance Local Patches Hierarchical 
Representation



Summary
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Representation 
Learning for 

Face Alignment

Shape Structure

Hierarchical Learning

Multi-Task

Spatial-Temporal

• Spatial-Temporal
• spatial appearance 

• temporal consistency

Spatial 
Representation

Temporal 
Representation

Spatial-Temporal
Representation



Summary
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• Shape Structure
• correlation for neighboring 

landmarks (locality)
• holistic shape constraint

• Hierarchical Learning
• nonlinear relationship
• end-to-end optimization

Representation 
Learning for 

Face Alignment

Shape Structure

Hierarchical Learning

Multi-Task

Spatial-Temporal

• Spatial-Temporal
• spatial appearance

• temporal consistency

• Multi-Task
• Learning with correlated 

tasks (facial attributes)

• shared representation



Coffee Break
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Part 3: Representation Learning 
for Face Recognition



Applications of Face Recognition
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• Information security

• Access security

• Data privacy

• User authentication

• Access management 

• Secure access authentication

• Permission based systems

• Biometrics

• Person identification

• Automated identity verification

• Law enforcement

• Video surveillance

• Suspect identification

• Suspect tracking

• Forensic reconstruction

• Personal security

• Home video surveillance

• Expression interpretation

• Entertainment



History of Face Recognition
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1950 Psychology



History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition
(record the coordinate locations of facial features)

Woodrow Wilson Bledsoe RAND TABLET



History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters
(distances and angles between landmarks, without human intervention)



History of Face Recognition

84

1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN
(the first mention to eigenfaces and “deep” faces)



History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN
(the first mention to eigenfaces and “deep” faces)



History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN

1990 Holistic subspace learning, graph matching
(Eigenfaces, Fisherfaces)

Eigenfaces, 1991

Fisherfaces, 1997



History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN

1990 Holistic subspace learning, graph matching
(Eigenfaces, Fisherfaces)

Kanade (20)

(number of identities)

MIT, UMIST, Yale, 
AT&T, AR (~10-120)



History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN

1990 Holistic subspace learning, graph matching

2000 Hand-crafted features
(Gabor, LBP, SIFT, HOG; Laplacianfaces)

Kanade (20)

(number of identities)

FERET, LFW, YTC, PaSC, 
Caltech (~100-10K)

MIT, UMIST, Yale, 
AT&T, AR (~10-120)



History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN

1990 Holistic subspace learning, graph matching

2000 Hand-crafted features

2010 Local feature learning, deep learning 
(LE, CBFD, CNN)

Kanade (20)

(number of identities)

FERET, LFW, YTC, PaSC, 
Caltech (~100-10K)

MIT, UMIST, Yale, 
AT&T, AR (~10-120)

YTF , Multi-PIE, IJB-A, 
CASIA, VGG, MS-Celeb, 
Megaface (~300-600K)



History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN

1990 Holistic subspace learning, graph matching

2000 Hand-crafted features

2010 Local feature learning, deep learning 

Kanade (20)

(number of identities)

FERET, LFW, YTC, PaSC, 
Caltech (~100-10K)

MIT, UMIST, Yale, 
AT&T, AR (~10-120)

YTF , Multi-PIE, IJB-A, 
CASIA, VGG, MS-Celeb, 
Megaface (~300-600K)



History of Face Recognition

91

1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN

1990 Holistic subspace learning, graph matching

2000 Hand-crafted features

2010 Local feature learning, deep learning • Deep Learning

• Local Features

• Learning-based

• Hand-crafted

• Holistic Subspace

• Geometry
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1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN

1990 Holistic subspace learning, graph matching

2000 Hand-crafted features

2010 Local feature learning, deep learning • Deep Learning

• Local Features

• Learning-based
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History of Face Recognition
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1950 Psychology

1960 Man-machine facial recognition

1970 Geometric parameters

1980 Geometric measurement, PCA, ANN

1990 Holistic subspace learning, graph matching

2000 Hand-crafted features

2010 Local feature learning, deep learning • Deep Learning

• Local Features

• Learning-based

• Hand-crafted

• Holistic Subspace

• Geometry



History of Face Recognition
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• Deep Learning

• Local Features

• Learning-based

• Hand-crafted

• Holistic Subspace

• Geometry

Representation
Learning



3.1 Holistic Representation Learning



Eigenfaces
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Based on PCA

[Turk and Pentland, CVPR’91]

• A face space best encodes 

the variation

• The face space is spanned 

by eigenfaces

• The weights form a vector 

that describe the 

contribution of each 

eigenface in representing 

the input face image



Fisherfaces
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Based on Fisher’s Linear Discriminant

[Belhumeur et al., TPAMI’97]

• Insensitive to large 

variations in lighting and 

facial expressions

• Maximizes the ratio of 

between-class scatter to 

that of within-class 

scatter



Laplacianfaces
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Based on Locality Preserving Projections

[He et al., TPAMI’05]

• LPP finds an embedding that preserves local 

information

(a) Eigenfaces (b) Fisherfaces (c) Laplacianfaces



3.2 Hand-crafted Representation



Gabor Wavelet Representation

103

Gabor-Fisher Classifier (GFC)

[Liu and Wechsler, TIP’02]

• Augmented Gabor feature 

vector

• Gabor-Fisher classifier for 

multi-class classification



Local Binary Pattern
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LBP

[Ojala et al., TPAMI‘02; Ahonen et al., TPAMI’06]

• Varying scales

• Uniform patterns



3.3 Local Representation Learning



Learning-based Descriptor

106[Cao et al., CVPR’10]

LE

• Learning to encode the local microstructures of the face 

into a set of discrete codes in an unsupervised manner



Local Binary Representation Learning

Motivation
• Local Binary Pattern:

107

Local Patch  Threshold Local Binary Representation

• Local Binary Representation Learning:
Local Patch Mapping Local Binary Representation

From hand-crafted pattern designing to data-dependent representation 
learning.



Local Binary Representation Learning
Basic idea: Learn a projection matrix to map local patches 
to binary features.

108
Jiwen Lu, Venice Erin Liong, Xiuzhuang Zhou, and Jie Zhou, Learning Compact Binary Face Descriptor for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 37, no. 10, pp. 2041-
2056, 2015.



Local Binary Representation Learning

Compact Binary Face Descriptor (CBFD)

109
Jiwen Lu, Venice Erin Liong, Xiuzhuang Zhou, and Jie Zhou, Learning Compact Binary Face Descriptor for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 37, no. 10, pp. 2041-
2056, 2015.

1  0  0  1  0  0  0

1  1  1  0  0  0  1

0  1  1  0  1  0  0



Local Binary Representation Learning

Face Representation

110
Jiwen Lu, Venice Erin Liong, Xiuzhuang Zhou, and Jie Zhou, Learning Compact Binary Face Descriptor for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 37, no. 10, pp. 2041-
2056, 2015.



• Dataset---FERET face database

Experimental Results

Face Recognition

111
Jiwen Lu, Venice Erin Liong, Xiuzhuang Zhou, and Jie Zhou, Learning Compact Binary Face Descriptor for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 37, no. 10, pp. 2041-
2056, 2015.



• Dataset---LFW face database

Experimental Results

Face Recognition

112
Jiwen Lu, Venice Erin Liong, Xiuzhuang Zhou, and Jie Zhou, Learning Compact Binary Face Descriptor for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 37, no. 10, pp. 2041-
2056, 2015.



Local Binary Representation Learning

Context-Aware Local Binary Feature Learning (CA-LBFL)

113
Yueqi Duan, Jiwen Lu, Jianjiang Feng, and Jie Zhou, Context-Aware Local Binary Feature Learning for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 40, no. 5, pp. 1139-
1153, 2018.

1  0  ……  1 1 0 ……  0  0

• Contextual information is 

widely exploited in various 

tasks as prior knowledge

• Learning context-aware 

features to enhance the 

robustness



Local Binary Representation Learning

Reducing the number of 0/1 shifts

114
Yueqi Duan, Jiwen Lu, Jianjiang Feng, and Jie Zhou, Context-Aware Local Binary Feature Learning for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 40, no. 5, pp. 1139-
1153, 2018.



Local Binary Representation Learning

Reducing the number of 0/1 shifts

115
Yueqi Duan, Jiwen Lu, Jianjiang Feng, and Jie Zhou, Context-Aware Local Binary Feature Learning for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 40, no. 5, pp. 1139-
1153, 2018.



• Dataset---FERET face database

Experimental Results

Face Recognition

116
Yueqi Duan, Jiwen Lu, Jianjiang Feng, and Jie Zhou, Context-Aware Local Binary Feature Learning for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 40, no. 5, pp. 1139-
1153, 2018.



• Dataset---LFW face database

Experimental Results

Face Recognition

117
Yueqi Duan, Jiwen Lu, Jianjiang Feng, and Jie Zhou, Context-Aware Local Binary Feature Learning for Face 
Recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 40, no. 5, pp. 1139-
1153, 2018.



Local Binary Representation Learning
GraphBit: Bitwise Interaction Mining via Deep 
Reinforcement Learning

118Yueqi Duan, Ziwei Wang, Jiwen Lu, Xudong Lin, and Jie Zhou, GraphBit: Bitwise Interaction Mining via Deep 
Reinforcement Learning, IEEE CVPR, 2018.



Local Binary Representation Learning
Simultaneous Local Binary Feature Learning and Encoding 
(SLBFLE)

119
Jiwen Lu, Venice Erin Liong, and Jie Zhou, Simultaneous Local Binary Feature Learning and Encoding for 
Homogeneous and Heterogeneous Face Recognition, IEEE Transactions on Pattern Analysis and Machine 
Intelligence (TPAMI), 2018, accepted.



Local Binary Representation Learning
Simultaneous Local Binary Feature Learning and Encoding 
(SLBFLE)

120
Jiwen Lu, Venice Erin Liong, and Jie Zhou, Simultaneous Local Binary Feature Learning and Encoding for 
Homogeneous and Heterogeneous Face Recognition, IEEE Transactions on Pattern Analysis and Machine 
Intelligence (TPAMI), 2018, accepted.



• Dataset---FERET face database

Experimental Results

Face Recognition

121
Jiwen Lu, Venice Erin Liong, and Jie Zhou, Simultaneous Local Binary Feature Learning and Encoding for 
Homogeneous and Heterogeneous Face Recognition, IEEE Transactions on Pattern Analysis and Machine 
Intelligence (TPAMI), 2018, accepted.



• Dataset---LFW face database

Experimental Results

Face Recognition

122
Jiwen Lu, Venice Erin Liong, and Jie Zhou, Simultaneous Local Binary Feature Learning and Encoding for 
Homogeneous and Heterogeneous Face Recognition, IEEE Transactions on Pattern Analysis and Machine 
Intelligence (TPAMI), 2018, accepted.



3.4 Deep Representation Learning



Representative Deep Learning Methods

• DDML (CVPR’14, TIP’17)

• DeepFace (CVPR’14)

• DeepID/DeepID2/DeepID2+/DeepID3 (CVPR’14, NIPS’14, CVPR’15, arXiv’15)

• FaceNet (CVPR’15)

• VGG Face (BMVC’15)

• Center Face (ECCV’16)

• Large-Margin Face (ICML’16)

• SphereFace (CVPR’17)

• Range Face (ICCV’17)

124



Deep Representation Learning
Discriminative Deep Metric Learning (DDML)

125

Junlin Hu, Jiwen Lu, and Yap-Peng Tan, Discriminative deep metric learning for face verification in the wild, IEEE 
CVPR, pp. 1875-1882, 2014.
Jiwen Lu, Junlin Hu, and Yap-Peng Tan, Discriminative deep metric learning for face and kinship verification, 
IEEE Transactions on Image Processing (TIP), vol. 26, no. 9, pp. 4269-4282, 2017. 

• Contrastive loss



Deep Representation Learning
DeepFace
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• Softmax loss

• 3D face alignment

[Taigman et al., CVPR’14]



Deep Representation Learning
DeepID
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• Softmax (+ Contrastive) loss

• Multiple CNNs: 60 ConvNets

[Sun et al., CVPR’14]



Deep Representation Learning
FaceNet
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• Triplet loss

• Semi-hard negative mining

[Schroff et al., CVPR’15]



Deep Representation Learning
VGG Face
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• Softmax loss

• Dataset collection: 2.6M images with 2,622 identities

• “Very deep”

[Parkhi et al., BMVC’15]



Deep Representation Learning
Center Face
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• Softmax loss + Center loss

• Intra-class variations

[Wen et al., ECCV’16]



Deep Representation Learning
Large-Margin Face

131[Liu et al., ICML’16]

• L-Softmax loss

• Potentially larger angular 

separability



Deep Representation Learning
SphereFace
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• A-Softmax loss

[Liu et al., CVPR’17]

Modified Softmax loss:

A-Softmax loss:



Deep Representation Learning
Range Face

133[Zhang et al., ICCV’17]

• Range loss

• Effectively utilizing the tailed data in training process



3.5 More Face Recognition Tasks



Video-based Representation Learning

135

Attention-aware Deep Reinforcement Learning (ADRL)

• Attention frames selection

Yongming Rao, Jiwen Lu, and Jie Zhou, Attention-aware deep reinforcement learning for video face recognition, 
IEEE ICCV, pp. 3731-3740, 2017.



Video-based Representation Learning
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Discriminative Aggregation Network (DAN)

• Aggregated images generation

Yongming Rao, Ji Lin, Jiwen Lu, and Jie Zhou, Learning discriminative aggregation network for video-based face 
recognition, IEEE ICCV, pp. 3781-3790, 2017.



Cross-Modal Representation Learning

Motivation
• Cross-modal face matching suffer from large intra-class 

variations

137

• CASIA NIR-VIS 2.0

• CUFSF



Cross-Modal Representation Learning

Basic idea:
• Modality-invariant feature extraction

• Image synthesis

• Common space projection

138

• CDFE [Lin and Tang, ECCV’06]

• CCA [Yi et al., ICB’07]

• CSR [Lei and Li, CVPR’09]

• CMML [Mignon and Jurie, ACCV’12]

• MvDA [Kan et al., TPAMI’16]

• MvML [Hu et al., TPAMI’18]



Kinship Verification
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• KinFaceW-I: 500 kinship image face pairs 



Kinship Verification
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• KinFaceW-II:1000 kinship image face pairs 



Kinship Verification
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• Baseline Results

Correct verification accuracy on the KinFaceW-I dataset. 

Correct verification accuracy on the KinFaceW-II dataset. 

Jiwen Lu, Junlin Hu, Xiuzhuang Zhou, Yuanyuan Shang, Yap-Peng Tan, and Gang Wang, Neighborhood repulsed metric 
learning for kinship verification, IEEE CVPR, pp. 2594-2601, 2012.
Jiwen Lu, Xiuzhuang Zhou, Yap-Peng Tan, Yuanyuan Shang, and Jie Zhou, Neighborhood repulsed metric learning for 
kinship verification, IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), vol. 36, no. 2, pp. 331-345, 
2014.



Webpage
• www.kinfacew.com
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http://www.kinfacew.com/


Media Coverage
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Social Impact
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• Successfully identify the father-son kinship of the king and 

prince in the Netherlands.

• Successfully help the adoptee in UK to kinship verification 



Part 4: Open Questions and Discussions



Face Alignment
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• Frontal face alignment: Solved

• structural and hierarchical reorientation 

• coarse-to-fine shape refinement

• Large-pose

• Profile/self-occlusion

• 2D-3D face fitting



Face Alignment
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• Frontal face alignment: Solved
• structural and hierarchical reorientation 

• coarse-to-fine shape refinement

• Large-pose
• Profile/self-occlusion

• 2D-3D face fitting

• 3D face tracking
• Low-resolution

• Facial motion

• Pose changes



Face Recognition
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Scalability: large-scale face recognition

Robustness: partial faces, large poses, illuminations, 
expressions, makeups, noisy/missing labels

Unsupervised Settings: with no/less training labels

3D Face Recognition: exploitation of 3D data

Efficiency: equipped on mobile devices

Anti-Spoofing: attack and defense
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